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Overview

Use TF-IDF to rank the jokes for some queries
Try different types of models for joke classification

Compare translation models



Task 1: Humour-aware 
information retrieval
● Retrieve text relevant to the query, which is

also an instance of wordplay
● Combine the data from multiple JSON files
● TF-IDF vectorizer, document is all texts
● Rank the texts for a single query and keep

only the important ones
● Documents having the query term rank on 

top



Task 1: Humour-aware 
information retrieval
● Created a LogisticRegression model 
● Good for binary classification
● Another approach would be to ask an LLM
● Time exhaustive for  a lot of texts
● At the end sort the joker by relevance



Task 2: Humour classification
according to genre and technique
● Load data and merge it with qrels JSON so

that we get a training dataframe with
classes for each joke

● IR – Irony
● SC – Sarcasm
● EX - Exaggeration
● AID – Incongruity
● SD – Self-deprecating
● WS - Wit
● Preprocess the text and load it to 

clean_text column



Task 2: Humour classification
according to genre and technique
● Split to train/test datasets
● Train the models and make predicitons
● LogisticRegression – can also be used for 

multiclass classification
● NaiveBayes – performed the worst
● Support Vector Classifier (SVC)



Task 3: Translation of puns 
from English to French
● easyNMT - Easy to use, state-of-the-art 

Neural Machine Translation
● Automatic download of pre-trained machine 

translation models
● Can translate between 150+ languages



Task 3: Translation of puns 
from English to French
● MarianMT - A framework for translation 

models, using the same models as BART
● Transformer style architecture
● Fine-tuned model for English to French

translation





Conclusion

Recent advances in LLM make them a valid choice for humor 
detection, but LLM’s still have issues with grasping humor

Classical classification models should be a better fit for 
humor type classification
Specialized translation frameworks work better than LLMs

Use of puns may be too subtle for an LLM to acknowledge it

Irony is by far the hardest type of humor for machines to 
detect



Questions?


